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ABSTRACT

We provide an iterative and a non-iterative channel impulse response (CIR) estimation algorithm for communication re-
ceivers with multiple-antenna. Our algorithm is best suited for communication systems which utilize a periodically trans-
mitted training sequence within a continuous stream of information symbols, and the receivers for this particular system are
expected work in a severe frequency selective multipath environment with long delay spreads relative to the length of the
training sequence. The iterative procedure calculates the (semi-BastlLinear Unbiased EstimaBLUE) of the CIR.

The non-iterative version is an approximation to the BLUE CIR estimate, denoted by a-BLUE, achieving almost similar
performance, with much lower complexity. Indeed we show that, with reasonable assumptions, a-BLUE channel estimate
can be obtained by using a stored copy of a pre-computed matrix in the receiver which enables the use of the initial CIR
estimate by the subsequent equalizer tap weight calculator. Simulation results are provided to demonstrate the performanc
of the novel algorithms for 8-VSB ATSC Digital TV system. We also provide a simulation study of the robustness of the
a-BLUE algorithm to timing and carrier phase offsets.

Keywords: channel estimation, least squares, best linear unbiased estimator, digital television, multi-antenna receivers,
8-VSB

1. INTRODUCTION

For the communications systems utilizing periodically transmitted training sequleast,squaregLS) based channel
estimation or theorrelationbased channel estimation algorithms have been the most widely used two alterhaiots.
methods use a stored copy of the known transmitted training sequence at the receiver. The properties and the length o
the training sequence are generally different depending on the particular communication system’s standard specifications
However most channel estimation schemes ignorédseline noiséerm which occurs due to the correlation of the stored

copy of the training sequence with the unknown symbols adjacent to transmitted training sequence, as well as the additive
channel noisé:? In the sequel, we provide (semi-blinBest Linear Unbiased Estima(BLUE) and approximate BLUE
(a-BLUE) channel estimators for communication systems using a periodically transmitted training sequence. Our novel
CIR estimation algorithms can be consideredasi-blindtechniques since these methods take advantage of the statistics

of the data® Although the examples following the derivations of the BLUE and the a-BLUE channel estimators will be
drawn from the ATSC digital TV 8-VSB systefnto the best of our knowledge it could be applied with minor modifications

to any digital communication system with linear modulation which employs a periodically transmitted training sequence.
The novel algorithm presented in the sequel is targeted for the systems that are desired to work with channels having long
delay spreadd.,; in particular we consider the case whe¢reéT + 1)/2 < Ly < NT, whereNT is the duration of

the available training sequence. For instance the 8-VSB digital TV system has 728 training symbols, whereas the delay
spreads of the terrestrial channels have been observed to be at least 400-500 symBdis Tovega-BLUE algorithm can
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be used as an initializer to the BLUE iteratiohsr as a stand-alone alternathapproach that produces results of nearly

the same quality as the results produced by the BLUE algorithm while at the same time requiring much less computational
complexity (i.e., requiring about the same number of multiplications necessary to implement ordinary least squares) and
having storage requirements similar to that of ordinary least squares.

1.1. Overview of Generalized Least Squares
Consider the linear model

y = Ax+v 1)

wherey is the observation (or response) vectdr,s the regression (or design) matrik,is the vector of unknown pa-
rameters to be estimated, ands the observation noise (or measurement error) vector. Assuming that it is known that
the random noise vectar is zero mean, and is correlated, that is Gey = K, = LE{vv} # 21, we define the
(generalized) objective function for the model of (1) by

Jars(x) = (y—Ax) K, '(y - Az). 2
The least squares estimate that minimizes Equation (2) is
Zgs = (ATKTA)TIATK Ny, (3)

The estimator of (3) is called thHeest linear unbiased estimaBLUE)? among alllinear unbiased estimators if the noise
covariance matrix iknownto be Cor} = K, . The estimator of (3) is called thminimum variance unbiased estimator
(MVUE) amongall unbiased estimators (not only linear) if the nois&i®wnto be Gaussiarwith zero mean and with
covariance matri¥< ,, that is€,, is called MVUE if it is known thaty ~ N (0, K ).

2. DATA TRANSMISSION MODEL

Let N4 > 1 denote the number of antennae used at the receiver. Then the baseband symbol rate sampled receive filtel
output forith antenna is given by

] Ol = 3 il = K+ ]

kah n—k +Zm [-n + K], 4)

for1 < i < Ny, where

_Joag, 0KELN-1 N
I’“‘{ dr, NgngN/—L}EA:{O‘“”’aM} &)

is the M -ary complex valued transmitted sequendes {1, -+, } CCH, and{ax} € C! denote the firstv symbols
within aframeof length N’ to indicate that they are the known training symbol$z] = n; [n]*q*[—n] denotes the complex
(colored) noise process after the (pulse) matched filter, with] being a zero-mean white Gaussian noise process with
vananceo2 per real and imaginary park; (¢) is the complex valued impulse response of the composite channel seen by
theith antenna including pulse shaping transmit filiét), the physical channel impulse resporsg), and the receive
filter ¢*(—t), and is given by

L

hi(t) = qt)xci(t)xq" (—t) = Y cixp(t —Tin), (6)

k=—K

with p(t) = q(t) * *( t) is the convolution of the transmit and receive filters wheg has a finite support of
[ T, /2 T,/2], and the span of the transmit and receive filters, is an even multiple of the symbol gEritidat is
Ty = NJT, N, L . {eix} C C! denote complex valued physical channel gains, éng.} denote the



multipath delays, or the Time-Of-Arrivals (TOA). It is assumed that the time-variations of the channel is slow enough that
¢;(t) can be assumed to be a static inter-symbol interference (ISI) channel throughout the training period with the impulse
response

L

Ci(t) = Z CLk(S(t— Tz‘,k) (7)

k=—K

for 0 < ¢t < NT, whereN is the number of training symbols. The summation limifsand L. denote the number of
maximum anti-causal and causal multi-path delays respectively. The TAarenotassumed to be at integer multiples
of the sampling period". It is assumed that the time-variations of the channel is slow enough(thatan be assumed to
be a static inter-symbol interference (ISI) channel, at least throughout the training period.

Without loss of generality, the symbol rate sampled composite CIR correspondihgattenna element,; [n], can be
written as a finite dimensional vector
hi = [hi[=Nal,--, hi[=1], hi[0], hs[1], - -+ B[N ]]" (8)
whereN, and N, denote the number of anti-causal and causal taps of the channel, respectivély,-ai&, + N.+1)T
is the delay spread of the channel (including the pulse tails).

In the sequel the sampled matched filter output signaltfoentennay;[n], will be used extensively in vector form,
and to help minimize introducing new variables, the notatioryl% with ny > nq, will be adopted to indicate the
column vector

1:n2]

Yifnyms) = Wilmal, yilna + 1], yilna]]”.
Same notation will also be applied to the noise variahlés| andv; [n].

The receive (pulse matched) filter output ftir antenna, which includesl the contributions from the known training
symbols (which includes the adjacent random data as well) can be written as

Yi|-No:N+N.—1] = (A+D)h; +v;[_N,:NyN.—1]
= Ah; + Dh; +Qn; N, L, N+N.~1+L,]" 9)
= Ah; + Hid+Qmn; |_N, [, N+N.—1+L,] (10)
where
A = T{lao, - ,an_1,0,---,0]7,[ao,0,---,0]}, (11)
~—— N—_——
Ng+N¢ Ng+Nc

is a Toeplitz matrix of dimension(NV + N, + N.) x (N, + N. + 1), and

D = T{[O7 507dNa"' 7ch+Na+N71]T7[076L17"' 7CLNC7NQ]}1 (12)
N——
N
is a Toeplitz matrix which includes the adjacent unknown symbols, prior to and after the training sequence. The data

sequencéd_;, - - ,d_n_n,] is the unknown information symbols transmitted at the end of the frame prior to the current
frame being transmitted? is of dimensionN + N, + N.) x (N + N, + N, + N,) and is given by

g’ 0 0
0 qT o0
Q= . . . . (13)
0 0 q’
*The notation of7 {a, b”'} stands for a Toeplitz matrix of dimensidd x N with first columna = [ao, . .., ar—1]" and first row

b= [bo, .. ‘,bel]T, with ap = bo.



H, = M8, -
hi = [hiNe], -+ hill], h[0], hi[ =1, - B[ =No]]" = Jhi, )
0 0 1
0o ... 1 0
e | (16)
1 0 --- 0 (Nt N A1) X (Not-N A1)
hi 0 0
0 ﬁiT 0
Hi = ) . . N 7 (17)
o 0 - R’

© d(NEN AN, ) x (N42(NAN.))

andd = Sd, or equivalentlyd = S”d, where

d [d-n-N,, - d1, 01N, ANy oy ANENAN,1) - (18)
d = [d-n-n,, ,d-1,dn, ANt NAN.—1)" (19)
g — | INerne OeenoxN O(ng+n.) | (20)

ON,+N.) O, +NoxN  IN,4N.

whereh; is the time reversed version &f; (re-ordering is accomplished by the permutation maff)x and H; is of
dimension(N + N, + N.) x (2(N.+ N,)) with a “hole” inside which is created by the selection ma$ixwheresS is
(2(N.+N,)) x (N+2(N,+ N.)) dimensionakelectionrmatrix which retains the random data, eliminatesiheeros in
the middle of the vectod.

By defining
= [hi,-- by, )", (21)
= [y1T,[—Na:N+NC—1]a T 7y%A,[—Na:N+NC—1]]T7 (22)
= [an,[—Na—Lq:N+Nc—1+Lq}v T ’nEA,[—Na—Lq:N-i-Nc—l—i-Lq]]T (23)

and using Equations (8) and (10) we obtain

y = Ah+ Hd+Qn (24)
where
A = Iy, ®A, (25)
H = |H], - HY, T, (26)
Q = In,2Q, (27)

andI y, is N4 dimensional identity matrixp denotes the Kronecker matrix product.

2.1. Receiver Antenna Array Geometry

For a receiver employing an antenna array we will make the basic assumption that every multipath reflection reaches all the
antenna elements at the same time but with different phase angles. This assumption enables us to drop the antenna inde
from the TOAS; that is in the sequel we will usg, = 7, for —-K <k < L.
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Figure 1. (a) Antenna geometry used to determine the Direction-Of-Arrival (DOA) of a plane wave incident on a two element linear
array oriented along-axis. (b) Baseband model of a linear array oriented along:-theis receiving a plane wave from directi¢é, ¢}.

In the sequel we provide a brief derivation of the phase difference in the multipath components at each antenna element.
Considering Figure 1 it is straightforward to show that the distahiteat the plane wave which is on the second antenna
has to travel to reach the first antenna is given by

d = Acosfsing¢ (28)

whereA is inter-element spacing, is the angle between the projection of the plane-wave normal onte-thelane and

the z-axis, ¢ is the angle between the plane-wave normal and:thgis. The angle tupl€d, ¢} is called the Direction-
Of-Arrival (DOA). Then the phase difference(A, 6, ¢, \,), between the signal component on array element antenna two
and the reference antenna one is

2rd  2rAcosfsing 2w f,Acosfsin¢

2
Ao Ao c (29)

P =

where), = ¢/ f, is the transmission wavelengthis the speed of the lighg x 10% m/s, f, is the transmission frequency
in Hz. Most often the inter-element spacidgis taken to be multiple of waveleng#,, that is

A = m),, mecRT. (30)
Then Equation (29) can be written as
Y = 2mmcosfsing (32)

wherem is expressed in terms of wavelengths.

Without loss of generality, we let the antenna number one, with the physical channel complex gains coefficients
[c1,—k, -, €10, ,cLL]T, to be the reference antenna. Then the complex valued gairfer remaining antennae can
be given by

i = Ui(Ok,on)crp, 2<i< Ny -K<ELL, (32)



whereu; (0, ¢1) = e~ D¥(0.¢%) - Substituting Equation (32) into (6) the composite channel impulse responses for the
remaining antennae are written as

L

hi(t) = Y wi(0k, dr)erwp(t — i), 2 < i < N, (33)
k=—K

where in the case of aniform linear arrayof N4 identical antennas, with identical inter-element spacihgand the
plane-wave assumption holds, theay manifold

w(Ok, dr) = [u1(Ok, Bk ), w2 (O, dr)s -+ s unp (O, d1)]F
has the forrm
w(lp, pp) = [1,e ¥ Obr) o emi(Na=1)¥(0r,¢0)]T (34)

wherey (0, ox) = 2mm cos by sin ¢, andm € RT is specified in terms of wavelengths. Combining Equations (4)
and (33) the received signal at the output of receive filipt] = [y1[n], v2[n], - - ,yn,[n]]T, in vector form is given by

y[n] = (Z > Leu(0r, do)eraplt — Tl))

k I=—K

+ v[n], (35)
t=nT

wherev(n] = [v1[n],- - ,vn,[n]]7.

3. OVERVIEW OF THE BLUE CIR ESTIMATOR

For comparison purposes we first provide the well known correlation and ordinary least squares based estimators, where
correlations based estimation is denoked(the subscript, stands for theincleanedCIR estimate) and is given by

2 and the ordinary least squares CIR estimate is denotef, yhe subscript. stands for the

N—-1
with 7,[0] = > |lak
k=0
cleanedCIR estimate) and is given by
he = (a"a)1a"y, (37)
where “cleaning” is accomplished by removing the known sidelobes of the aperiodic correlation operation as accomplished

in (36).
We can denote the two terms on the right side of Equation (1@) byHd + Qn. Hence we rewrite (24) as
y = Ah+o. (38)
By noting the statistical independence of the random veda@nsdr, and also noting that both vectors are zero mean, the
covariance matrixk,, of v is given by

1 Ed 7 =

Cov{v} = Ky = S E{vo"} = ?dHHH +K,, (39)
whereé&; is the energy of the transmitted information symbols, and equas tithe symbols{d;} are chosen from the
set{£1, £3,+5,£7}. K, is the covariance of the noise vector and is given by

K - onQH, if noise powers are identical on all diversity branche?40)
K diag{o? QQ", - -- ,O’,QINA QQ"}, if noise powers are different,



where diag} creates diagonal matrix by placing the entries inside the curly brackets along the main diagonal.
For the model of (38) the generalized least squares objective function to be minimized is

Jas(h) = (y - Ah)HK;1 <y - Ah) . (41)

Then the generalized least-squares solution to the model of Equation (38) which minimizes the objective fudgtitn)of
is given by

he = (A"K;'A)1ATK Y. (42)

The problem with Equation (42) is that the channel estinhatds based on the covariance mat#,, which is a function

of the true channel impulse response veéias well as the channel noise variamfg. In actual applications the BLUE
channel estimate of Equation (42) can not be exactly obtained. Hence we nigg@tiwe technique to calculate general-

ized least squares estimate of (42) where every iteration produces an updated estimate of the covariance matrix as well a
the noise variance. Without going into the details, a simplified version of the iterations, which yield a closer approximation
to the exact BLUE CIR estimate after each step, is provided in Algorithm 1. In the intermediate steps noise variance for
each antenna is estimated by

- 1
2 S 2
0%n; = 2,(N — N, — N,) Hyi,[NC:NfNa] - yi,[NC:NfNa]” )

where€, = ||q||* and
YiNoN-N, = ARin,
andA = T {[ann,. - an-1]T, [anan,, - ao] }. For further details regarding the BLUE algorithm, the readers are

referred to the publication by Pladtigt al. For details regarding the thresholding algorithms we refer the read@retb
etal.

Algorithm 1 Iterative Algorithm to obtain a CIR estimate via Generalized Least-Squares

[1] Get an initial CIR estimate using one of (36) or (37), and denote ft[lﬂy,

[2] Threshold the initial CIR estimate, and denote ity "’ [0];

[3] Estimate the noise variance on all diversity branod?é,g [0], and use lower part of Equation (40) to obtain the estimated noise
covariance matrid 710]

(4]
for k=1,..., Niter do
[4-a] Calculate the inverse of the (estimated) covariance matrix

~ [~ (th) -t

B - ET R 1)+ Bk - 1|

K, [k = %ﬁ(h

[4-b] hiclk] = (A"K, 1A AR, [ky;
[4-c] Threshold the CIR estimafex [k], and denote it by "™ [k]:
[4-d] Estimate the noise variance on all diversity branoﬁ\é,g [k], and use lower part of Equation (40) to obtain the estimated
noise covariance matrif(\,,[k:].
end for

3.1. Approximate BLUE CIR estimation

An alternative approach may be used to produce results of nearly the same quality as the results produced by the algorithn
described in Algorithm 1 while at the same time requiring much less computational complexity (i.e., requiring about the

same number of multiplications necessary to implement Equation (37)) and having storage requirements similar to that
of Equation (37). According to this alternative, the initial least squares estimation error can be reduced by seeking an



approximation in which it is assumed that the baseband representation of the physical el{ahised distortion-free (no
multipath) channel; that is

ci(t) = o(t) (43)
which implies
hi(t) = p(t) * c;(t) = pi(¢). (44)
Thus we can assume that our finite length channel impulse response vector can be (initially) approximated by
F"i = [07 o 507p[_Nq]a' o ap[O]a o ap[Nq]a Oa' o aOIT (45)
N—— ——
Na—Ng raised cosine pulse Ne=N,g

with the assumptions a¥, > N, andN, > N,, that s the tail span of the composite pulse shape is well confined to within
the assumed delay spread[efN, T, N.T]. The assumption of (45) is assumed to be validifer 1,2,..., N4. Then

the approximation of (45) can be substituted into Equations (16-17) to yield an initial (approximate) channel convolution
matrix H; and is given byF; = H;S” whereH, is formed as in Equation (17) with; = Jk;. We can also assume a
reasonable received Signal-to-NoiS&R) ratio measured at the input to the matched filter which is given by

anp — Sl 2()|t ol Engl\_ (46)
07] Un

For instance we can assume an approxirB&i& of 20dB yielding an initial noise variance of

Ealla)l?

2

= ——. 47

K 100 “7)

All diversity branches are assumed to have the same noise power in Equation (47). Then we can obtain the approximate
two antenna multi-antenna convolution mat#k of Equation (26) by appendingl; matrices, and by usmg we can

pre-calculate the initial approximate covariance matrix where the covariance matrix of the approximate channel is given by

o

R (H) = J&HH" 500", (48)
which further leads to the initial channel estimate of
~ ~H ~ . Nl g o~ .
hi=(A"TK(EDA) A" KL (H)y. (49)

pre-computed and stored
Equation (49) is the resulting a-BLUE CIR estimate. The key advantage of the a-BLUE is that the matrix

(A", (F) 1 A) A" R ()

is constructed based on the initial assumptions that the receiver is expected to operate, amiesanmeuteédndstored
~H o~ . Nl g -~ .
in the receiver. By pre-computing and storing the ma(rAH [Kv(H)]—1A> AH[KU(H)]—1 as in Equation (49) we
obtain a CIR estimate with much lower computational complexity than the BLUE algorithm. We also note that a-BLUE
CIR estimate can be used either as a stand-alone CIR estimator, or an initial estimate which can be used by the BLUE

algorithm; additionally it can be used as an initial CIR estimate to be used in the calculation of the tap weights of a
subsequent equalizer.

However, there is one problem with the covariance matrix of the approximate (assumed) channel. As an example
consider a simple two antenna case where we approximatehbathd/, as

hi=hy =10, ,0,pNy],- - ,p[0],- - -, p[N],0,- - - ,()]T. (50)




Table 1. Simulated channel delays in symbol periods, relative galins: —1, K = 6, Lq =~ (1 + 333 + 2N,)T = 453T = 44usec,
N, = 60.

Channeltaps| Delay{r.} | Gain{|ck|}
k=-1 -0.957 0.7263

Maink =0 0 1
k=1 3.551 0.6457
k=2 15.250 0.9848
k=3 24.032 0.7456
k=4 29.165 0.8616
k=5 221.2345 0.6150
k=6 332.9810 0.4900

The two antenna convolution matrid = [IE[T,PIQT]T based on the approximation of (50) is no longer full rank, and
indeed ) ) .

rank{ H } = rank{ H,} = rank{ H}
sinceH; = H and both are full rank matrices. The covariance maﬁ’lx(FI) is full rank only due to the presence of

. . o 2 H . . e e H . .
noise covariance matrI&ZQQH in the expression of (48). The random data covariance méﬁ‘@H H  partis again

not full rank. So we noticed this problem and recommend using separate CIR estimators for each channel, rather than
doing joint estimation as shown in Equation (49). Having separate estimators for each channel is equivalent to replacing

. . H . - H . . o H ) . .
the cross termdd H, and H.H, in %SdHH by zero matrix. In this case we would store a single pre-computed
matrix

(AR (Fr)) ' A) YR, ()] 1)

and use it for all the diversity channels’ matched filter outputs separately. /434 s given in Equation (11), arfl
is constructed as in (14). Then the individual a-BLUE channel estimates for each diversity channel can be obtained by

b o= (AT ()P A) A (R (B vy (52)

pre-computed and stored

fori=1,...,Na4.

4. SIMULATIONS

We considered an 8-VSHdigital TV receiver with two antennas, with one wavelength separation. 8-VSB system has a
complex raised cosine pulse shdp&he CIR we considered is given in Table 1. The phase angles of individual paths for

all the channels are taken to bes{ci} = exp(—j2n fe7i), k= —1,--- ,6 wheref, = %fm andTs,., = 92.9nsec. The
simulations were run at 28dB Signal-to-Noise-Ratio (SNR) measured at the input to the receive pulse matched filter, and it
is calculated by

_ &al{a® *a®)}mir |

2
‘Tm-

SNR,;

(53)

Figure 2 shows the simulation results for the test channel provided in Table 1. Parts (a) and (b) show the actual CIRs for
antenna 1 and 2; parts (c) and (d) show separate a-BLUE estimates for antenna 1 and 2 respectively where we utilizec
Equation (52); parts (e) and (f) show the full a-BLUE CIR estimates given by Equation (49) where both the channel
estimates are obtained jointly; parts (g) and (h) show the correlation based estimates as given by Equation (36); and parts
(i) and (j) show the least squares based estimates as given by Equation (37). For part (c-f) the assumed SNR level for eacl
diversity channel is 19dB.



We also note that the iterative BLUE CIR estimation algorithm is very powerful but computationally very demanding,
thus in many applications the approximate BLUE, as shown in parts (e-f), could be sufficiently acceptable as an initial
estimate. The performance measure is the normalized least-squares error which is defined by

h; — h?
[hi — hill
SNLS ==, (54)
N, + N.+1
fori = 1,...,N4. Approximate BLUE significantly outperforms the correlation and ordinary least squares based CIR
estimation algorithms, but it has virtually identical computational complexity and storage requirement.
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Figure 2. Parts (a) and (b) show the actual CIRs for antenna 1 and 2; parts (c) and (d) show separate a-BLUE estimates for antenna 1
and 2 respectively where we utilized Equation (52); parts (e) and (f) show the full a-BLUE CIR estimates given by Equation (49) where
both the channel estimates are obtained jointly; parts (g) and (h) show the correlation based estimates as given by Equation (36); anc
parts (i) and (j) show the least squares based estimates as given by Equation (37). For part (c-f) the assumed SNR level for each diversity
channel is 19dB.

4.1. Robustness of the a-BLUE Algorithm to Timing and Carrier Offsets

The robustness of the a-BLUE CIR estimator to (clock) timing offset and carrier phase offset has also been studied for
the single antenna receiver. Tassumedhannel impulse response shown in Equation (45) consists of perfectly sampled
composite pulse shape appearing in the middle of the CIR vector. One may want to investigate the effect of having a
receiver timing offset and/or the carrier phase offset on the a-BLUE algorithm.

For timing offset simulations the CIR’s are created as

i:'/to = [07 7O7p[7Nq+5t0]7"' 7p[71+€t0]ap[€t0]7p[1+5t0]5"' ap[Nq+€tO]707"' aO]T (55)
—— ——

No,—N, NN,



wheree,, € (—Z, L] is the timing offset. Then for the channel of (55) with a fixgd € (—Z, Z], we estimated the CIR
using Equation (49), and calculated the least squares estimatiorf grrghetween the actual CIR and the estimated CIR.

Similarly, for carrier phase offset simulations the CIR’s are created as

hc()ZECO[Oa"' 70ap[_Nq}7"' ap[_1}7p[0]7p[1]7 7p[Nq]707"' 7O]T (56)
N—— N——
No—Ng N.—N,4

wheree., = exp(—j2n0) is the unit complex vector that rotates the original CIR with respect to the offset angle
(—m,7]. Then for the channel of (56) with a fixed,, we estimated the CIR using Equation (49), and calculated the least
squares estimation erréiy ;s between the actual CIR and the estimated CIR.

The results obtained by varying the timing offsgt, and the carrier offset., are provided in Figure 3 parts (a) and (b)
respectively. As can be seen in Figure 3 parts (a) there is a slight degradation in the resulting CIR estimate due to timing
offset which is normally expected; however a-BLUE algorithm is insensitive to carrier phase offset. Both figures show the
robustness of the a-BLUE algorithm to timing and carrier phase offsets.
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Figure 3. Simulation results showing the robustness of the a-BLUE algorithm to (a) timing offset, and (b) carrier recovery phase offset.

5. CONCLUSION

This paper demonstrates the BLUE and a-BLUE CIR estimation algorithms for channels with long delay spreads, where
the number of training symbols can be insufficient to support the length of the channel. In particular we show that a-BLUE
initial channel estimation algorithm outperforms the standard least squares and correlation based initial channel estimation
algorithms achieving the same computational complexity. This feature makes the a-BLUE algorithm an attractive choice
for receivers employing channel estimate badadiect) equalizers, or for receivers with direct adaptive equalizers
where a quick and reliable channel information is needed for equalizer tap weight initialization.

We also demonstrated the robustness of the a-BLUE algorithm to timing and carrier offsets when there is no multipath
present.
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